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Abstract :

The consciousness which opens us to a representdtaoworld otherwise closed on itself, is
a fundamental attribute of nature, an essentialabpein the genesis of living structures and the
cognitive processes associated with them. Conswssss the key to life. In its absence no life
would have appeared on Earth or on any exoplanet.

The ‘computational theory of the mind’ where therfaun mind would function as a computer
machine is totally unfounded.

A robot built only on the basis of the relationsbgtween technical components managed by
physical laws cannot be fundamentally autonomael&psganized, like human beings are. It is
only a more or less efficient automaton operatimgn environment that has been specifically
defined by his manufacturer who is naturally endibwaéth a consciousness which is formally
irreducible to any physical interaction.
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Introduction

Many are the researchers who assert that thecatifife which that is inspired by living
systems is for tomorrow. That humanoid robots sdlbn have similar capabilities and even
higher than those of humans in terms of intelligeand developed forces. In our image, these
robots,autonomouswill adapt to the current constraints by invegtimew strategies. They
will be consciousand haveemotions To ensure their durability, their ‘life’, thesehots will
be able to intelligently decide what actions to mak response to the useful or harmful
stimuli induced by the infinite diversity of objedhey perceive.



These physico-chemical structures which would béczally living and therefore endowed
with capacities similar to those of living beingsterms of the decisions they would take to
ensure their perenniality in all circumstances, dbus be strictyautonomousThey would
not receive any human assistance in termectibnsthey should take to ensure the perenniality
of their structure and the functionalities attacted.

The understanding of the decision-making mechanisaisthese robots should have to be
autonomous artificially alive, is therefore essential. Robotics and artificialelligence
techniques allow a formal approach to the logithelse mechanisms suchamnectionism
rewards learning dissipative structuresevolutionary selectignwhich we will analyze
successively.

A living definition. The ‘theorem of indistinguishability’

To ensure the durability of an artificially intglént robot, the functional analysis shows that
for each perceived object, its controller (its ibiphave tochoose coherentlthe actions to
be achieved by the actuator (locomotion system jpogating arm).

That is how a land exploration robot sensitive ny &igh temperature that can destroy it
must always do the following to stay ‘aliveescapefrom molten lavagscapefrom a forest
fire, escapean oil slick inflamed,... In other words, the aafier of thisautonomougobot
must be able to createcaherent categorgf objects perceived by its sensors, in this ¢chse
category{escapeall hot objects}. Whereas there does not exist@mysico-chemical affinity
of these objects with the controller that couldlekpthis type of perennial action :

The ability to createoherent categoriesf perceived objects is thus an operatignal
definition of artificial life. Hence, it is also ¢hdefinition ofliving beings who mu
also ensure their survival given the constraintghef environment that can only
destroy them.

From the point of view of the decision-making magken with which the robot controller
must be so endowed, this ability to creatsherent categoriesogically implies that the
different objects perceived by the systemdistinguishabldrom each other. Otherwise these
decisions will be taken at random which would deiyabe antithetic from the expected
ability to formcoherent categoriesn which theautonomyof the robot is founded.

That the objects of the world perceived by the tad®msors are physicaltjistinguishable
so that the robot can, for example, systematiadlyape from hot objects and move towards
supposedly cold energy sources, seems naturafigddient. But this actually raises a major
epistemological problem :

- Based on the formal theory of ‘pattern recognittpwhich concerns the identification of
shapes of objects based on their characteristianpeters in order to make decisions
depending on the categories assigned to these shagecan demonstrate the following
essential property :

The different shapes of objects that are perceively a physical (or physico-
chemical) system during a measurement process aréysically indistinguishable
by its operating part or actuator (locomotion systen, manipulator arm).

Applied to our terrestrial exploration robot, thmaplies that in a quite paradoxical way
given the manner we perceive the world, objects sisc'molten lava’ or a ‘block of ice’ that
are perceived by the robot's sensor (a camera,ekample) are in fact physically
indistinguishabldrom the point of view of its controller whichtise ‘brain’ of the robot.

! Satosi WatanabePattern recognition, human and mechanidahn Wiley & Son, 1985.



This ‘theorem of indistinguishability’ for shorts iapplicable to all levels of materiality —
macroscopic or microscopic/quantum — regardlespliysical laws that govern these fields. It
can be establishéthy analyzing the nature of the physical connestitiat must be established
between the sensor and the display of a measumwigced whose primary function is to
determine the specific properties of objects witticlr a physicochemical system interacts.

This primordial state ahdistinguishabilityof material entities has until now been completely
ignored by researchers for whom tlistinguishabilityof macroscopic or microscopic objects
perceived/measured was self-evident and that it tiaefore not necessary to question the
validity of such an affirmation. The ‘indistinguishility theorem’ is to be compared with the
Ludwig Wittgenstein’s analysis of the truth of postions in the language domain :

- In his book ‘Tractatus Logico-philosophictist.udwig Wittgenstein affirms, by declining
the set of all possible propositions constructedanfrelementary descriptors that we cannot
differentiate between a state of a thing and a detely different state of this same thing like
the fact that a stone is heavy or light. In otherdg, that the different states of this stone from
which we commonly discuss are stricthdistinguishable like the objects ‘molten lava’ and
‘ice block’ perceived by the exploration robot.

Since the infinitely variabléormsof objects perceived by the robot during its mogata
in space are strictlyndistinguishable it follows that nocoherent categorizatiomf these
forms can be performed excephdomly Which is statistically a very unlikely event Hyet
fact that the perceived forms vary continuouslyrdirae. As such, a robot that would be built
from only the technical components managed by phydaws (mechanical, electronic,
computer, chemical,...), could not kmutonomous artificially living, in an multiform
constantly changing environment.

Connectionism - neural networks

There are many researchers in the fields of robed artificial intelligence, for whom it is
definitively established that there are self-leagriconnectionist networks’ which are therefore,
by definition, able toself-classifyinginto the samecategorythe different forms of objects
perceived by a robot. As such, the controller oegploration robot must so naturally have the
ability — without any human assistance — to createerent categories of actiossich as flee
all hot objects}, which must make this robot tgtalltonomoudike living beings are.

These ‘connectionist networks’ are composed ofieigl (or formal) neurons that are
inspired by the functioning of biological neurofifiese artificial neurons have several inputs
(‘dendrites’ of biological neurons) and only ondpu (‘axon’ of biological neurons).

As experimental evidence of the validitywfsupervised learningf artificial neural networks,
the following computer devices are very often named : ‘Uttley's Informon’, ‘Kohonen's self-
organizing maps’, ‘Hebb's networks’, as well asrment technique of « deep learning » which
uses ‘connectionist networks' with a very large benof layers of artificial neurons.

Considering the extraordinary efficiency of the égelearning’ machine teecognize
classify without a ‘teacher’, the objects that are sulgédb its input retina (a camera, for
example), ‘deep learning’ would be this long-await@formation processing that would
naturally base oucognition and thus that of futur@autonomousrobots. Cognition being
understood as the set of mental processes that hliman beings to acquire knowledge from
the perception of different objects of the world.
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But what about theinsupervised learningapacity of these different networks that we
have just mentioned, given the negative argumeptbave developed against them about an
autonomougerrestrial exploration robot :

— ‘Uttley's Informon’ is a neural network that issdeibed by the physicist Henri Atlan
as certainlyself-organized self-learning As such, given the existence of this self-
learning process, he hypothesizes that this netwothkd provide a plausible model of
brain mental activity. For roboticians, this cotilérefore also be the basic element of a
controller with a trulyautonomoustrtificial intelligence.

According to H. Atlan, this network is thus ableléarn and then recognize without the
help of an operator the different objects (applad aranges, for example) that are
presented to it successively in the form of twasidislar sets : a set A made up of more
apples than oranges, a set B made up of more wange apples.

But the functional analysis of the ‘Informon’ showisat the self-learning that is
supposed to develop spontaneously can only beathi® the extent that the operator,
insufficiently attentive in establishing the expeental protocol, carefullpreparesthe
experiment. It thus constitutes two sets two disteets A and B of learning in which
apples and oranges respectively predominate. lalikence of this precise preparation of
learning sets, experience and calculation showttiesubsequemecognitionof apples
and oranges into two distinct categories can oalsabdom

The self-learning of this network is therefore tamically founded. The operator in
charge of the network have te-wipoepare the experiment according to the statlstica
calculations that he himself has implemented imgbigvork modules.

— Kohonen's ‘self-adaptive/self-organizing mapate neural networks developed by the
physicist Teuvo Kohonen. These maps are also sy mentioned by researchers as being
based orunsupervisedearning methods. Thus, neurobiologist Gerald el refers to
this type of ‘self-adaptive maps’ to justify thesggnce in the brain of human beings of what
he calls ‘neural maps’, which would explain the @epment ofself-organizatiorprocesses
that form the basis @ognition

These ‘self-adaptive cards’ would be able to spwdasly gather in three distinct areas of
their output device (a video screen, for exampaehef the three founding elements of short
sentences — ‘subject’, ‘verb’, ‘complement’ — sash« monkey likes bananas », which are
successively shown to his input retina (a videoeragfor example).

However, the functional analysis of this devicevehdhat it is a technician, and not a
physical device (mechanical, electronic), who, obsg the output screen of the network,
states that there are distinct groupings of ‘subjeeerbs’, ‘complements’, elements in three
different areas of this screen. While in realitgsh elements are physicalglistinguishable
on account of the ‘indistinguishability theorem’.(& A definition of the living — the
‘indistinguishability theorem’).

But theseclusters or categoriesinto three distinct areas of the screen actwaily exist
in the mind of the operator. Without his participat this network only transposes the order
relationships from the object domain (all sentehtethe network domain (output screen)
without creatingcategories The learning of these ‘self-adaptive cards’ tfeeeeimplies, here
too, the supervision of an operator without whontoleerent actiorcan take place.

* Henri Atlan —Biological organization and information theoryHermann

> Kohonen -Algorithm of Kohonen : classification and explorstdata analysis-CNRS Samos Université
Parisl

6 Gérard Edelman Bright air, brilliant fire : on the matter of mindp. 109 — Odile Jacob



The operator has the empirical capacity to gatbehis ‘pleasure’, the images relating to
the ‘subjects’, ‘verbs’ and ‘complements’ that agapm different places on the output video
screen. Whereas these images are physicalistinguishableand as such they do not have
an intrinsic physical existence as sources of difféated actions.

— ‘Hebb's networks’ are also reported as networks tblearn in amnsuperviseavay.
Starting from the idea, derived from the observatd the functioning of the neurons in
our brain, that two neurons in activity at the satimlme create or strengthen their
connections, we successively propose to the netwbidse synaptic weights have been
properly adjusted, different objects belonging teaning database.

If for a given object, the output of the networkcsnform to the predetermined value
entered in the database, the algorithm goes diréatthe next instruction and another
object can then be submitted to the network. Ifth@encontrary, the object that is submitted
to the network induces an output value that ismaiccordance with the one entered in the
database, the algorithm automatically corrects spaptic weights of the network
according to the Hebieinforcementaw, then we move to the next objects. This lesyni
phase, which is callegnsupervisegdis eventually repeated until, for each objecinsitied,
the corresponding output is in accordance withviilee entered in the database.

Hebb's network learning is describeduasupervisedbecause it is left free to converge to
any end state when presented with a given objeber@as for a traditional supervised
learning, a determined value is imposed at theubudpthe network for each new object
that is submitted to it. This designation is howesempletely inappropriate, because in
reality the network has been carefutiseparedby an operator who has implemented an
algorithm such that if for a given object the enaltes of the network differs from that
corresponding to the learning base, an appropimateuction automatically corrects the
synaptic weights of the network according to thélbeeinforcement rule until the end
state is identical to that of the base.

Contrary to what is always claimed, Hebb's netwkfully supervisedby an
external operator.

— ‘deep-learning' is a self-learning technique impdated on a computer equipped with
a very large number of artificial neurons distramlitin multiple layers (up to a few
hundred layers).

After a long period of so-callaghsupervisedearning, during which it was presented with
a multitude of images including all kinds of obgdike cats, this machine is said to be
able to discover theoncept{chat} by itself. This is due to the fact that amgothe N output
neurons, only the Nc neuron is spontaneously aetivavhen a real cat is shown to its
‘retina’ (camera).

But like the images ‘subject’, ‘verbs’, ‘complemsgntthat were displayed on the output
screen of Kohonen's ‘self-adaptive cards’, the ftputs of the ‘deep learning’ machine,
including the output Nc that a technician reporss agtivated, are in fact physically
indistinguishabldrom any hardware device producingastion

To say that the ‘deep-learning’ machine has dis@éhe {cat}concepts therefore
completely irrelevant. It is only the technician aveimultaneously observes the cat in
front of the machine and the Nc output which isvateéd only then evokes his own
knowledge about chat.

This strong assumption never discussed that ‘ctionést networks’ carself-organize i.e.
createcoherent categorie® the absence of any operator, is thereforeyatafounded.



Learning by rewards

In addition to the various connectionist networkswhich a large number of elementary
components such as artificial neurons are intemcted, it is also worth mentioning these other
control mechanisms which are based on what are rkrasn learning by rewards (Q learning
algorithms) ». These mechanisms seem to have shental virtue in terms of cognition and
artificial life, to allow the realization of autommus robots which, without any human assistance,
are for example able to move not in a zigzag, lways in forward motion.

This technique of monitoring which is inspired bsittire piomimetisnis as follows : the robot
controller receives a positive digital ‘reward’ baame the robot moves forward and a negative
‘reward” each time the robot moves backward.

For instance, consider a small four-wheeled matobeot that is powered as follows : an
articulated arm with two degrees of freedom coimgjstf two movable parts, one of which ends
in a claw, moves the vehicle in a straight lineaoshort distance when the claw is hooking onto
the ground. The task that the researcher assigtieetoobot in terms of a learning algorithm
implemented into the controller, is that ultimatiéig robot only moves in forward motion.

For this purpose, the robot controller receivessitppe digital ‘reward’ each time the robot
moves forward and a negative ‘reward’ when the raboves backward. All these successive
‘rewards’ are the added together and the moventiggitsire retained are then those that maximize
the sum of the ‘rewards’.

The experience shows that whatever the natureeaddh (rough, dry, damp), the robot always
ends up moving only in forward motion. And the tackan concluded : the robot learned to
move only in forward motion while no information dme nature of its environment had been
supplied to it. The robot would thus have self#¢ao move preferentially forward in an
environment of which it had no prior knowledge.

But this analysis is totally unfounded, this rolmtonly anautomatonthat obeyed only the
precise numerical instructions of the algorithit tied initially been implemented in its controller
by a technician. The final forward displacement vpasdictable. Without a technician, no
information processing mechanism can calculate ‘rivwards’ which are a function of the
positive or negative variable distances travellgdth® robot, since owing to the ‘theorem of
indistinguishability’ the different descriptors thie robot states (varied positions of the artiedat
arm, varied distances travelled by the robot) &gl undistinguishable

Contrary to appearances, tlearning of the small robot is therefore totabypervisedy the
technician, in the absence of whom the movementthisfrobot would be strictlyandom
regardless of the duration of the experiment.

This mechanism of ‘learning by rewards and punistighewhich is at the very basis of human
education, does not therefore allow the creatidallyf autonomougsartificially living robots.

Dissipative structures

There are some strange objects studied by lllygogme (Nobel Prize in Physics), these are
« dissipative structures far from equilibrium » waliniwould have the essential property of
self-organizing. Thus creatingoherent categoriesn the absence of any human operator
which would clearly go against what we have jugjuad about ‘connectionist networks’ in
terms ofself-organisation A system being said to be dissipative when ihexges energy or
matter with its environment.

The case is of particular significance, since tkistence of such objects explains for some
researchers th@utomaticappearance of living beings and their cognition.

As adissipative structurethe object « Bénard’s vortices (or cells) » isyvaften mentioned
by biophysicists. Such aelf-organizedobject can easily be made by heating paraffin in a



cylindrical container until it is completely melte@lhen after a few minutes we turn off the
heating. When the paraffin is frozen, which is atestcorresponding to a photograph of the
phenomenon, we then discover that the containecdsipied by hexagonal convection cells.
These are the famous « Bénard’s vortices » whiaimsigly evoke structures created by living
beings such as the honeycombs made up of hexag@nalcells. This could justify their
gualification asself-organizedstructures.

But this is not aself-organizedobject as always stated, which would be the exgect
answer to the issue of the autonomy of artificialiynaturally living structures. It is only an
ordered object in the sense that it is the obliyabwit of stereotypical interactions between
the components in accordance with physical lawghéf heat source changes position in
relation to the container, the initial conditionsity modified, the ‘Bénard vortices’ will
disappear immediately. The object will ‘die’.

For the ‘Bénard’s vortices’ object to be truly setfjanized, artificially living, and not just
ordered, it would be necessary that following thuitous displacement of the heat source in
relation to the container with the paraffin, thejealb in question would itself be able to
perform a corrective action such that the heatc®would again be in a good position in
relation to the container in order to ensure theablity of the cells. But this mechanism
would imply that the object would be abledistinguish in order to be able to operate, the
different positions of the heating source in relatio the container. What we know is not
feasible given the fundamental ‘indistinguishapitheorem’.

The same thing can be said for the very specta@&etwusov-Zhabotinsky oscillating reaction'
which occurs in a solution of bromate ions acidifley citric acid which periodically changes
colour with great regularity. But it is similarlyyardered fluid structure and not self-organized.

Whatever their complexitydissipative structureareorderedand notself-organizedTo
argue that dissipative structures are at the bds#en self-organization process is thus
completely unfounded.

Evolutionary selection

For other researchers, a pragmatic way to makeignmomousobot is not to analyze the nature
of all events, in infinite number, with whichsalitary robot can be confronted, but to be guided
by the mechanism implemented in the ‘Darwinian ratiselection’ which explains the
emergence of animation features with which ceg@iysicochemical structures are provided then
described akving, so highlyautonomousThis is the so-called ‘evolutionary robotics'.

It should be recalled that ttaarwinian evolutionary selectiors primarily based on the
transmission between successive generations afglibeings of the features which are
recorded ingenes The mechanism of natural selection is theref@semtially rooted in the
functional reproductiorprocess « mothes son ».

To perform an experiment of ‘evolutionary robotigge built a flotilla of several robots that
are each equipped with an artificial neural netwaska controller, whose the synaptic weights
(values of the physico-chemical binding forces thast between neurons), initially all different
(randomlydistributed), are the artificigienesof these robots.

Robots are then subjected to a given task, suokaabking a target in minimum time while the
test field is strewn with obstacles that can bl moving.

After a first test, one keeps the robot which ewhinner of the event having avoiding by chance
several obstacles. Then we copy, by deliberatekingaome mistakes (accidental mutations), its
different synaptic weights (values and positionghe neural networks of the ‘losing’ robots that
did not reach the target. This operation is repes@geral times by keeping at each trial the robot
that has won the test.



Finally, we note that there is a (or several) rolibich has reached the target in avoiding all
obstacles. In other words, this robot seems to beeaged alone the function {avoid all obstacles
to reach the target} that makesittonomousn such an environment.

But what no researcher has seems before, not éeephysicist von Neumann with his
theory ofself-reproducingsystem§ is that thefunctional process of reproductian mother—
son » that would allow the copy of the synapticghits (values and positions) of the win robot
toward the neural network of the loser robots,ogidally prohibited due to the ‘theorem of
indistinguishability’.

On the other hand, a ‘imprint’ type reproductiargtsas the stamping of the different depressions
and bumps of a DVD tracks, is quite legal with rdga the ‘theorem of indistinguishability’ (cf. 8
A definition of the living - the ‘theorem of indisguishability’).

Due to the prohibition which thus concerns the ifality of functional reproduction
« mother— fils », the copying of synaptic weights from th&irining’ robot to the neural
networks of the ‘losing’ robots can only tendom This, in turn, invalidates the evolutionary
selection process as a mechanism for the increinergation ofcoherent categorieshat
would base the basis the rolaotonomy

Recentevolutionary roboticexperiments relating to successive generatiomshaits, seem
to show that a number of these robots can sponsiaheself-organizethat is to say become
autonomous Whereas this is not possible feolitary robotstaking into account of the
‘theorem of indistinguishability’Solitary robotsmeans they do not interact with other robots
and that the formation ofoherent categorieshat should make thermautonomousonly
depends on their own capacity.

But if some robots have effectively becom#onomousknowing e.g. to move away from all
sources of heat that could destroy them, it is me#heir designers, insufficiently vigilant, have,
asliving beings injected their own ability foautonomy They thus unconsciouspyreparedthe
various mechanisms @finctional recopy« mother— son » by selecting different memory areas
otherwise physicallyindistinguishable(memory areas corresponding to the various symapti
weights of neural networks of the robot controller)

By being able to rely only on reproductions of tingprint’ type — functional reproductions
being thus prohibited — the ‘darwinian natural s’ that we know to be constantly at work in
nature by creating a multitude of new species, ouly select from the various possible forms
of alreadyautonomoudiving systems those that would be best suited to suttvevenvironmental
constraints. This theory, without therefore explagnthe living, having however the immense
virtue of explaining the natural appearance ofrelforms of lifethat have appeared on Earth.

Finally, neither theconnectionismnor the evolutionary selection mechanismor the
dissipative structurenor thelearning by rewards and punishmentge therefore possible
answers to the question of self-creationcoherent categorieshat underlieautonomous
artificially living systems. A robot built from the only relationshipsechanical, electronic,
computer, chemical,...) of technical components agad by physical laws, cannot thus be
autonomous artificially alive in a protean environment, infinitely changing. §hiobot
remains amutomatonmore or less efficient in an environment that bagn specifically
defined by its manufacturer.

" John von Neumann Fheory of self-reproducing automataJniversity of lllinois Pras (L966)



« And yet it moves..»

Empirically, we do know that to ensure its own stalva technician — a complex physico-
chemical system — is able to escape naturallyrdiffehot objects like molten lava, a forest fire, a
burning oil slick, so creating @oherent categorgf objects with which it interacts, in this case
{escape all hot objects}.

Due to this property, unintelligible according teet‘theorem of indistinguishability’ which
applies without distinction to any physico-chemisaiucture, this same technician can then
supervise the robot controller by establishmogperentinks between the sensor and the actuator
of the robot so that this one can automatically ftem all the hot objects that could destroy it.

A robot that would be prepared in this way by dtédan would bewutonomouss long as the
technician supervised his controller. And so ithist a car, a complex physico-chemical device,
becomesuutonomougartificially alive, from the moment a driver takes control of the car

Without the technician, the robot is nothing moué dne efficient automaton in a world limited
to the hostile objects specified by the technickor. new environmental constraints, it would be
necessary the technician intervenes once againder ehat oldcoherent categorizationbe
extended to these new constraints .

In view of this physically insurmountable obstaafehe self-creation afoherent categories
on which theautonomyof the robot is based, then one must ask theAwipbasic question :
What then differentiates the robot controller frdhe technician’s brain knowing that the
technician can adjust the robot controller to bisvenience in order to createherent categories
while these categorizations are physically impdsgiiven the ‘indistinguishability theorem’.

Consciousness

There is a possible experimental answer to thiadmeical situation : what differentiates the
controller of a robot from the technician’s brdsitheconsciousnegsossessed by this technician.
This faculty that we all have which opens us to ghasible and colorful representation of the
world with which we interact.

Experience shows thansciousnessas this singular property to discriminate objdikts
‘molten lava’ and a ‘piece of ice’ which, given thineorem of indistinguishability’, are
nevertheless physicaligdistinguishable

This discrimination of the world objects comesst« painful » or « pleasurable » for the
technician according to the state, current or ma®drin his nervous system, of his physical
structure. Thus having one day a tooth ache irchillhood — before any learning from his
parents in this matter —, the technician had quickinsulted a dentist instead of going to see a
florist... two destinations — as objects — which weeeertheless physicallpdistinguishablen
the same way the various objects of the worldahaperceived by the robot.

The consciousnesis therefore not an epiphenomenon, an access@amyopienon which
would accompany the mechanical irritation of thehtecian’s tooth. Empirically operative,
the consciousnesshoose the technical solutions — designed anddiarthe subject’s brain —
that are associated with sormpéeasureor to its equivalent gain reduction for having
fortuitously ensured in the past the perennialftyhe subject. In this case, theeasureor the
pain reductionthat ‘labels’ the dental technical solution wouldis result from the rapid
reduction in dental pain that the technician hageeienced in the past wheoy chancehe
had been cared by a dentist.

Although being empirically operative, theonsciousnesss formally irreducible to any
neuronal physicochemical interaction owing to theorem of indistinguishability’. As a result, it
is of anon-physicahature : ifconsciousnessere indeed of a material nature, it would theeefo
be reducible to particular physico-chemical inteaas and as such could be then defined by



complementary dual attributes such as hot/coldieAdiack,...like any particle or wave subjected
to a measurement. Under these conditions, thegatedjor descriptor) calculation applied to the
new system {sensor + consciousness} would showatiding thisconsciousnest® the sensor
system, whose states were originatiglistinguishablewould only increase the number of states
perceived by the sensor system without reducing itigistinguishability of its states.
Consciousness well therefore of aon-physicahature.

This hypothesis of the non-materiality @insciousness not physically irrelevant as one
might at first think with the assumption adoptedthg scientific community that the ‘material
dimension’ is the only possible ‘dimension’ of theiverse. The ‘material dimension’ is not
actually an ‘object’ that can be observed througtasurements. It is only @ncept and
therefore results from a processooherent categorizationwhich, as we have seen, implies
the existence otonsciousnessvhich is necessarilyrreducible to any physical interaction
because of the ‘indistinguishability theorem’. Agl, this hypothesis of theon-materiality
of consciousness would therefore be legitimate.

The function ofconsciousneswould therefore essentially b@ choosehe technical solutions
that ensure the durability of the subject with viahicis associated, among all those — physically
indistinguishable— that are spontaneously developed during theiqdighemical interactions
between the neurons of our brain-compu@ansciousnessould thus not work out any technical
solution, it would not possess any prior knowledgeut the objects of the world.

The nature of the decision process that develofmhentechnician’s brain by means of the
consciousneswhich he is empirically equipped, is in accordanith the paradoxical results of
the neurobiologist Benjamin Libet's experiments :

[...] The consciousnessnay oppose its 'veto' to the technical solutionavipusly
elaborated of some 500 milliseconds by the brampger [technical solutions resulting
from interactions between entities having a speplfiysicochemical affinity]

In short, to be trulautonomougartificially alive — which was our initial question — a robot
built only on the basis of the interconnections¢hamical, electronic, computer, chemical,...) of
technical components, should also be equippedartnsciousness

More generally, it follows that the emergenceliaing beingswould imply that they each
have aconsciousnessConsciousnessvould thus be the key of life. The analysis of the
animation of the E. coli bacterium, an elementaing being, will illustrate this thesis.

Contrary to what is often claimed, « synthetic bgyl » does not answer the fundamental
question of creating living structures from ineratter. With a first attempt to build a living
system de novo biologists have only combined, synthesized, diyefunctional organelles
such asibosomesElementary components present in the cells ofoaggnism, which have the
essential role of deciphering the RNA code thatiees protein synthesis throu§inctional
recopy(cf. § Evolutionary selection) and as such, alygaossessing the physically paradoxical
ability to discern, for perennial actions, othemnrgdistinguishableentities.

From bacteria to humans

For a physico-chemical structure to be alive dfi@dlly alive as anautonomousobot would
be, it must therefore be directly or indirectly téchnician continuously supervises a robot)

® Libet Benjamin -Unconscious cerebral initiative and the role of saious will in voluntary action.
Neurophysiology of Consciousnegg. 269-306- Contemporary Neuroscientist993.
%3, Craig Venter tife at the speed of ligh2014
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endowed with aonsciousnesthat, fundamentally, ensures the durability of shectures with
which it is associated.

What allows the animation of a bacterium like Eli,cas an eminentljliving elementary
physicochemical structure, will illustrate this i

The ‘chemotactic’ function that has the bacterisniundamental, it leads the bacterium
toward areas where there is a high concentratiomitoient molecules (glucose) required to insure
its dynamism. But also by removing the bacteriuomfrareas where there are molecules such as
phenol that would alter its structufe.

For short, the ‘chemotactic’ chain is composedhef following :membrane sensofdCP
(proteins) which calculate the glucose gradient tie medium (local variations in
concentration), #dlagellumlinked to a molecular motor that can rotate imagtade or direct
way (direct rotation : the bacterium moves in aigtit line - retrograde rotation : the
bacterium tumbles and thus changes directiooprarol proteinCheY which determines the
direction of rotation of the flagellum depending tre glucose gradient in the medium
measured bgensordMICP attached to the membrane.

Functional analysis of thehemotactic functioof the bacterium shows that to be animated, its
flagellum must rotateeounterclockwisgdirect) whenever glucosgradient in the medium is
positive anctlockwiseg(retrograde) when on the contrary it is negative

Indeed, theretrograde (counterclockwise) direction of rotation of thedkllum leads the
bacterium to naturally continue its rectilinear rament and thus to move towards areas where
there are more and more glucose molecules, sineenthasured variation in glucose
concentration in the environment during the moveroéthe bacterium — or glucose gradient —
is positive. As for thedirect direction €lockwis@ of rotation of the flagellum, it leads the
bacterium to tumble over itself (by ruffling théafinents that constitute the flagellum), hence a
possible subsequent change of direction to be eeghlo

But according to the ‘indistinguishability theoremvhich prohibits the control protein CheY
from differentiating between positive or negativ@ues of the gradient of glucose molecules
measured by sensors MCP, it follows that the ‘chiaatio’ process of searching for glucose
molecules can only llandom and as such totally inefficient.

Sensor proteins MCP do not have any particulasisbychemical affinity with the control
protein CheY which could spontaneously lead toeimergence of differentiated actions such
as those required to ensure the effective captdrglucose molecules. If, despite all
expectations, such affinities could neverthelesstexall the resulting actions (direct or
retrograde rotations of the flagellum) would thestessarily be recurrent, stereotypical, and
therefore logically incompatible with the formatioh coherent categoriethat underlie the
bacteriumactivity. In conclusion, the bacterium cannotréiere be autonomous, alive !

However, there is a possible empirical solutiorthis paradoxical situation where the
bacterium is nevertheless amtonomousliving physical structure, whereas no technician
comes to supervise it, as it was possible withrtiet : the ‘controller’ of the bacterium, the
protein CheY, must be specifically equipped wittoasciousnesthat will allow the creation
in situ ofcoherent categoriethat form the basis of its animation.

It is because the bacterium is « suffering » wiepnergy state (hnumber of glucose molecules
available) is very low, and on the contrary « hawe» when its energy state is high, that the
bacterium could efficiently capture the glucose evales dispersed in the environment. In the
absence of aonsciousnesshe capture of glucose molecules could onlydoeiitoussince for
its controller, the protein CheY, the differentlues of the glucose gradient would be

19 Sept 25 Biochemical NetworksGhemotaxis and Motility in E. coli.
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indistinguishablewith respect to the ‘indistinguishability theoreffcf. 8 A definition of the
living - the ‘indistinguishability theorem’).

Reasoned hypothesis, tbensciousnesshich is logically irreducible to any physicocheati
interaction between molecules (cf. ‘theorem of stidguishability’), would be induced by the
specificform of the protein CheY. At least with regard to Ehecoli bacteria for which this protein
CheY has an essential role in controlling the ctiaatic function.

As such, some proteins (or pseudo-proteins) witadeguateshapecould be the first living
structures to appear on Earth because they weippeguwith aconsciousnesand naturally
possess sensors (specific sites) as well as airceratility by deforming their globular
configuration. Wouldn'tprions (‘malformed’ proteins that do not reproduce butise the
‘deformation’ of healthy proteins with which theyeain contact — se€reutzfeldt-Jakob
disease) be an illustration of this hypothesis ?

A consciousness would therefore only be associatiidthe physico-chemical structure of the
bacterium if there are certain specific materiadfigurations of its components, in this case at the
level of the protein CheY in the chemotactic chainus, although essential to the emergence of
all living beings,consciousnesaould not necessarily be present throughout thetse as the
philosopher David Chalméerssuggests :

«[...] consciousness would be universal. It wouddfound everywhere in the universe, from

elementary particles to stars and galaxies. Infilld of terrestrial biology, it would also be
present from bacteria to humans. »

ConsciousnesBeing thus empirically located at the level of fneteins that constitute the
basic element of all living cells, in particularunens that are the elementary functional units
of the nervous system that form the basis of cagnitwe can then formulate the following
hypothesis consciousnesthat underlies the animation of human beings woakllt from
the fusion botrspatially andtemporallyof a large number of elementargnsciousneswith
which their brains would be equipped.

The operative nature of the consciousness

The crucial role of theconsciousnes$eing considered, an essential question arisé® : t
presumed interactions between the ope@osciousnessrreducible to any physical interaction
between molecules given the ‘theorem of indistislyability’, and the neuronal physico-chemical
structures of the technician’s brain or the pro@heY of the bacterium, are lawful ?

We can assume that the alleged interactions betteenperatoconsciousnesand the
physico -chemical structures of the technicianairbior the protein CheY of the bacterium,
must all be solved at the ‘quantum level’ by treented reductiorof the superposition state
of the « wave functions » (probability waves) whigpresent the quantum states of these
physico-chemical structures.

Essential issue, during threduction of the wave functioor quantum transition, which
leads to the emergence of a singular state (csifadlard, the one we observe, there is only a
simple reorganization of existing energies andetoee there is overall « conservation of the
impulse-energy %3, this fundamental physical law among alll.

As a result, through the process of reducing wawetfon, although the conscious operator is
strictly irreducible to any physical interactiondathus escapes any physical measurement,
could nevertheless control the physico-chemicalctires of the technician's brain or the
bacterium protein CheY.

1 bavid Chalmers Fhe Conscious Mind: In Search of a Fundamental ivhetthaque 2010
120.c. de Beauregard Fhe second principle of time scienpe 98 — Edition du Seuil, Paris
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The operative capacity of the operatonsciousneswould therefore be lawful with regard
to physical laws, contrary to what the philosopbiescience Daniel Dennett states in his book
‘Consciousness explairiétt

How can Casper the sweet ghost [child's story]hhm#iss through walls and catch a falling
towel ? How can mental substance [consciousnestt] bscape physical measurement and
control the body ? A ghost in the machine is n@helus for our theories if he can't move things
around him - like a noisy hitting spirit that candck down a lamp or slam a door. But anything
that can move a physical thing is itself a physibaig.

The existence

Consciousnesaould therefore only makehoices— based on thgleasureof being alive — that
would ensure the perenniality of the physico-chamstructures with which it would be
associated. They would not carry any a priori krealge about the world, they would be « raw »,
without object, such agpain, pleasure red, salty.. Consciousnessvould thus never be
consciousness of something as HuS$egsumed.

So that we can then speculate thatdbesciousnessf the world would be similar for all
living beings from bacteria to man.

The fabulous variety of mechanicattionscarried out by man, compared to the elementary
activities of bacteria, would ultimately result pritom the fantastic growth in the number of
various potential solutions generated by his ceéngavous system thanks to theneralization
andassociativityproperties of neural networks. As for the bacteriit has only a few proteins
associated in networks to calculate the possibleham@cal solutions to ensure the perenniality
of its structure. The greater or lesser richnegh@#ctionscarried out by a living being would
therefore not be significant in terms of what thigg being « feels ».

The « existence » of a living being would essdptiasult from theaepresentatiorof the world
through thesensitive qualitiegpleasure, pain, color, sound,..) whose naturddniog common to
all. As such, there would be a « bacterial exigtenjist as there is a « human existence »

What would distinguish the « bacterial existendsom that of man is that the former would be
very elementary because it would consist of orfisvaproprio or extroceptive descriptors of the
world « observed » by isensitive qualitiegpleasure, pain,..). Whereas the « human existence
would be of extreme complexity, involving a veryga number of descriptors of this world by
virtue of the extraordinary computing power of tievous networks of the human brain.

« Existence » would be, to varying degrees, shanedverything that lives, cognitive
processes would be of the same nature for allditeings.

The transhumanism

For transhumanisthinking, the functionality of living beings anbetcognitionwith which
they are equipped must all be reduced to ‘algosthifhat is to say, sets of operating rules,
instructions, applying to the development of more less complex physico-chemical
interactions such as oxygen and hydrogen gasesdhdiine to form water.

As such, we would only benachines certainly very sophisticated, which would have
spontaneously built themselves by having the phifgiparadoxical capacity, given the entropic
degradation of the universe, to ensure the dugbilitheir structure in all circumstances, which

13 Consciousness explainpd52 — Odile Jacob 1993
14 Edmund Husserl An idea of Husserl's phenomenology: intentionali§tuationd, p. 32 -
Paris, Gallimard, 1947
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would characterize them. Over time, thégmg machines would have acquired a more or less
developed intelligence thanksdelf-learninginformation processing systems.

Consciousnesthat we all naturally possess, which has the és$®irtue of opening us to the
colourful and sensitive perception of a universeeowise closed on itself in its minerality,
would therefore only be aapiphenomenonhat would not play any functional role in the
construction of living beings.

Transhumanist thought is thus only interested wndj beings from a mechanical or
computational point of view. Essentially: repamprove, these so-called living structures as
rockets and computers are built, with ever-incregsechnical performance. And since these
various technical processes will certainly be nrastén the future, we should then one day be
able to free ourselves from the physical and mdmistations acquired during our evolution.
This is why human beings could become much mosdliggnt and even almost immortal.

Since the ultimate goal of the mutation to theghaman is to eliminate all mechanismgaii,
both physical and mental, the downloading of thedwo a supercomputer could thus be the final
solution to all our worries. To do this, it would bufficient to copy the different neurons stafes o
our brain to a 'key' of high capacity and thengfanthem to the memaory of a supercomputer.

The transhumanisthesis is thus a dream for some but a terriblétmgre for others.
But is this thesis well founded ?

We have shown that far from being an epiphenomenonsciousnesss the key to the
existence on Earth of living beings and their ctgns. These are theonsciencesf living
beings that determine how we act on the world susnour sustainability, in other words, to
be alive. Far from being an epiphenomersmmsciousness an essential term without which
no life would have appeared on Earth.

This consciousnessvhich has the physically paradoxical capacity takenchoicesamong
objects of the world which are physicalipdistinguishable implies logically that this
consciousness strictly irreducible to any physical processdAhis is howconsciousnessannot
result from an algorithm, however complex it may. Géis is clearly contrary to the
transhumanisthesis since it is then strictly impossible toaiepr create @onsciousnesas one
builds a computer or grafts a piece of reconstitbtsart tissue onto a failing heart.

So that even if the progress of science is suchai@ day we can build adequate physico-
chemical structures which, experimentally, wouldver to possess the capacity to induce
consciousnessnevertheless, given the fundamental irreducybibt consciousnesso any
physical interaction, we will never be able to cohthe physically paradoxical capacity that
consciousnes$ias to select « for its pleasure to be alive shrimal solutions which are
otherwise physicallyndistinguishable

Moreover, for a human being to become more in&llighe would have to be able to create a
large number of newonceptswvhich. By definition,conceptsarecoherent categorizationsf the
objects of the world that a living being perceiveth his sensors in order to act in an appropriate
way that ensures his perenniality. Such as, fomele thecoherent categories of actiors
conceptd'flee’ for all temperatures above 30°} and {moverwards’ for all temperatures below
30°} which must make it possible to ‘intelligentigtoid all hot objects.

But to create newoherent categorie would not be enough to simply increase the ciya
of his memory as theanshumanisthesis suggests. It would also be necessary liodahtrol
the operative properties of consciousne®sherwise, the information processed by the besn
a computer, could only be loaded into memorgaatdom since this information would then be
strictly indistinguishablewith regard to the ‘indistinguishability theorerahd therefore without
any subsequent possibility of ordered readings.
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The transhumanisthesis of asserting that the only increase inctireputational capacity of
our brain should make it possible to increase hubgamgs' intelligence in an unlimited way is
therefore unfounded.

The only thing that one day will undoubtedly be iaghble, will be to modify or even
suppress, by acting mechanically or chemically mnbvain, thenductionof certain ‘sensitive
gualities’ or constituents afonsciousnessuch as ‘pleasure’, ‘pain’, ‘colour’, ‘sound’,But
without controlling the decision-making capacitytioé consciousnesthat underlies the state of
life and thus the existence of all the objects #natconstructed Hiving beings.

As such, thearanshumanisproposal to build an artificial brain capablecoéating— as we
naturally know how to do it — only from mechaniaamputing, interactions between technical
components, is equally unfounded. All creation ieglaconsciousnessThe solutions to a
problem posed by a human being which can be pradogea machine equipped with artificial
intelligence are onlyandomcombinations produced from processes previousfylemented
by human operators. Only these human operatots thweir consciencecan then decide, in
order to ensure their perenniality, on the releeasicsome of the possible technicplerating
solutions proposed by the machine.

Creativity is not so much the power to elaborate mesmns(cf. 8 Evolutionary selection) as to
associate thedermsin acoherent way- while they are physicallydistinguishable- so that
resulting actions ensure the perenniality of physicemical structures then calldiding
structuresin response to the generally degrading soliciatiof their environment. Inert
structures do not suffer from being destroyed,ck oes not take any specifictionin order
not to be broken into two pieces.

Computer machines thus only blindly create digitgiects resulting from obliged interactions
that spontaneously develop with regard to phydaas. It is the subject'sonsciousnessho
chooses a patrticular object among all those elsdabday the machine, because this technical
object ultimately ensures its durability in view tife infinitely variable constraints of the
environment. The machine being, for its part, useomed about the durability of its structure.

Thus, the ‘deep learning machine’ did not invergate, the concept of {chat} no more than a
‘Kohonen self-adaptive card’ create the categosebject verb and complement(cf. §
Connectionnism). They are the operators in chafgexperiments who have created these
different conceptsthrough the ability of theilconsciousnesso adequately select objects —
physicallyindistinguishable- that must ensure their perenniality.

As well as there is no real creation of the digialulding machine that produces LEGO plug-in
elements. It is only a young child who later by bommg for his ‘pleasure’ several elements of a
box that has been offered to him, will reatleatewhat he will call a car as it can move on a
table. While these different elements such as aelwled a plate are in fact strictly
indistinguishableby any device that should fit them together. LEG®es are in this case only
containers of various shapes that have no opeshtiaiue in terms diffe andautonomy

Another significant example : as we have previoasiglysed (see § From bacteria to humans),
a flagellum associated with a molecular rotatingtonallows a bacterium like E. coli to
‘intelligently’ move towards the glucose sources which it feeds. But this extraordinary
molecular motor composed of several proteins ae@rig rings results only from obligatory
interactions between proteins with regard to playdaws. As such, this is not as weltr@ation
of inert nature in terms of life.

Creativity is not so much the emergence of new $osacth as the so-called molecular engine, as
to associate thesermsin acoherentway — even though they are physically indistingaixe —
so that the resulting actions ensure the duralufitg physico-chemical structure like the E. coli
bacterium then facing the ever degrading pressafrés environment. The « creativity of the
bacterium » is that this molecular motocaherentlyassociated with a glucose sensitive sensor —
an membrane protein MCP, so that this bacteriumetfactively capture glucose molecules. It is
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the consciousnesthat, as we have shown, must necessarily be asswavith the bacterium,
which will choose for its « pleasure to be alivéhe appropriate physico-chemical links between
the membrane sensor MCP and the molecular motociagsd with flagella.

As for the hypothetical transfer of our mind to wpsercomputer by simply copying the
different states of activation or non-activation méurons in the brain assimilated to a
computer machine, i.e. by ignoring the existenceasfsciousnesss just as impossible. We
would only build a super-automaton like the ‘Autdora of neurobiologist Wilder Penfietd
An ‘Automaton’ is a human being deprived obnsciousnesstherefore of anysensitive
gualities(pleasure, pain, color, sound,..) because of amubjsfunction or surgery, and having
therefore totally lost the ability tcreate to adapt to an environment different from thatolh
he had known when he was in good health.

It is undoubtedly true that the tremendous teclgiodd advances in biology and
neuroscience suggest that most diseases will disa@nd that all or almost all parts of the
body can be repaired or replaced. But this pucelyputationalapproach to life proposed by
the proponents ofranshumanismwhich would lead to an infinite increase in ouental
capacities and the elimination of plin mechanisms, is therefore not scientifically foshde

Conclusion

The construction of aautonomousrobot, alive artificially, made up of technical elements
resulting from physicochemical interactions, ismally unfeasible. We can build only
automatonrobots having tools whose performance may far exkdbose of living beings as
regards developed forces, computing capacitiesvardorizing. But these robots remain unable
to adapt to the infinitely variable constraintgiwir environment, create new tools as can dd it al
living beingsthat these robots should emulate.

Sharing the same criterion of existence thatah®nomousobots should have, namely to
ensure at any cost the durability of their strugtliving beings therefore should not exist !
It turns out thativing structures with theicognitiveabilities owe their existence tmnsciousness
with ‘sensitive qualities’ such asleasureor pain, which they are empirically endowed with.
Consciousnessiaving the essential ability to select the objexfteshe world — all physically
indistinguishable- with which these structures interact in ordegrisure their durability at all costs.
Consciousness the key to the existence on Earth of livingigsiand their cognitions.

The ‘computational theory of the mind’, in whickethuman mind functions as a computer
machine following theranshumanisthesis in which the functionality of living beingad their
cognitions must all be reduced to ‘algorithms, whieould entail the possible transfer of our
‘mind’ to an indestructible supercomputer, is there totally unfounded. As a result, computer
machines have nereativepower. Allcreationimplies aconsciousness

Since theactionswe perform on the objects of the world are derigaty from thechoices
made by ouconsciencesndowed withsensitive qualitieheseactionsthat are emanating from
our thoughts are all fundamentally « irrationalmnthe sense that trectionsthat are selected
from all those possible ones resulting from physitaractions between neurons, do not result in
any case fromogical operationsbased on the laws of physics. Thesennial actions are
essentially based on th@easureperceived by theonsciousnesas they unfold, and not on
spontaneous calculations that develop in the neetalorks of our brain as a computer.

The consciousneswith its sensitive qualitieswhich chooses — and not builds — particular
technical solutions developed by a more or legsiefit brain, would thus possess no a priori

1> wilder Penfield- The Electrode, the Brain and the MindZ. Neurol. 201, 297-309 (1972)
Springer Verlag 1972
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knowledge of the world. As such, the nature offéeding provided byonsciousnessould be
gualitatively similar for everything that lives. @hsense of existence’, the « living in the
certainty of the world » according to Husserl, webthlien be, to varying degrees depending on
the richness of the technical description of theldyaaturally shared by all living beings.

- Annex -

‘Theorem of indistinguishability’ :

To measure an observab® (temperature, weight, length,...) on an objégctthis
object must interact with a given technical devicat has the particularity to put in a
single specific end state when the interaction is complete.

Let us consider a thermometric measuring deviceisting of the following elements:
a sensor(a thermometer), display (a screen on which the measurement results can be
read), physicatonnectionsbetween the sensor and the display. The worldhiwthe
thermometric measurements relate is assumed tastafionly two objectA andB, the
first of which is, for example, molten lava, ithst, and the second a piece of ice, itadd.
The measurements are thus related to the onlydddeP, the temperature.

Generally, if P is the number of observable, there &e= 2° possible
properties. In this case, with the only observaklmperature, leP = 1, it
follows that there exists N ="2= 2! = 2 different properties. Namely, the
properties 'hot' and 'cold’ that characterize thjeasA andB respectively

For a given stateh6t or cold of the entityA or B which is the subject of the measurement
must correspond to a unique state of the temperatmsor. Thus, with a thermometer as a
sensitive elemem\p to the observable temperature, this state is septed by the length of
the mercury column that is a function of the terapee of the object which is measured.

Two photoelectric cell€a andCs — only sensitive to the specific shape of the ongrc
meniscus in the capillary tube — are positionetivat points on the capillary corresponding
to the two possible positions reached by the masidepending on whether it is objécor
B that is being measured.

When objectA is in front of the bulb of the thermometer and theasurement is complete
(the mercury column is stabilized, the transierdifgmns are ignored), only the photodgl
is activated, i.e. an output signagd = 1, with S8 = 0. For objecB, only the cellCs is
activated, i.e. an output sigrtad = 1, withSa = 0.

The question that arises is the following : what thee physical connections that can be
established between the two outp8tsand Ss of the sensor and the input of the display
(read-out screen) in order to take into accourthalinformation that comes from the sensor.

Logically, there are 3 and only 3 possible phystcahbinations between the two outp8ts
andSs, i.e. : A, Ss, {Sa or SB}. We ignore the combinaticfba et S} (operator « and »),
because being logically always equal to O since fthetoelectric cell€a andCs cannot be
simultaneously activated when objeatsr B are in front of the thermometer.
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In all generality, there afél = 2V-1 possible operative combinations established from
the N possible properties (these are Mheows that result from the different possible
combinations of 0 and 1 in a table wNhcolumns).

In this case, the fact that there axe= 2 hot and cold properties corresponding
respectively to objecté\ and B, means that there i1 = 2¥-1 = 2-1 = 3 possible
combinations, i.e. Sa, Ss, {Sa or Ss}.

In view of the experimental context, an operat@ntlestablishes in an exhaustive way
the following 3 possible links between the sensuat the display:
- alinkL 1, attached to th&a output.
- a linkL 2, attached to th&s output.
- a linkL 3, attached to the compound outffek or S8} — as lawful as the links1 etL2

The 3 connectionki, L2, L3 between the sensor and the display being estallishe

following tasks are then performed:

(1) objectA is placed in front of the bulb of the thermomesensor: only theAc
photoelectric cell is then activated, hee= 1 and thu$Sa or S8} = 1. ThelL.1 andL3
links are therefore simultaneously activated, wisandicated by the display which also
stores this result.

(2) objectB is placed in front of the bulb of the thermomesensor : only the
photoelectric celCs is activated, hencés = 1 and thugSa or Sg} = 1. TheL2 and
L3 links are simultaneously activated, which is intkchby the display, which also
stores this result.

Finally, the display screen appears to the opeestdollows :

objetA L1 L3
objetB L2 L3

Since the operator has no a priori knowledge obthjects that we initially namedl and
B, he must conclude from reading the second colurtimedable thaf =L1 andB =L2 and

that as such these two objectsdifferent
But reading the third column of the same table aifmrms him thatA = L3 andB =L3,

which means that these two objects are @lentical

p= =4

Being both different and identical, objects A and B perceived by 4
sensor are physicallyindistinguishable from the point of view of the
actuatorwith which this sensor is associated.
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